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Abstract. Automatic classifiers of educational forum posts are essen-
tial in helping instructors effectively implement their teaching practices
and thus have been widely investigated. However, existing studies mostly
stressed the accuracy of a classifier, while the fairness of the classifier
remains largely unexplored, i.e., whether the posts generated by a group
of students are more likely to be correctly labeled than those generated
by other groups of students. Undoubtedly, any unfairness based on stu-
dent performance, sex, or other subjective views can have a detrimen-
tal effect on a student’s learning experience and performance. There-
fore, this study aimed to assess the algorithmic fairness of six popu-
lar models used in building automatic classifiers of educational forum
posts. Here, we measured the algorithmic fairness displayed (i) between
students of different sex (female vs. male) and (ii) between students of
different first languages (English-as-first-language speakers vs. English-
as-second-language speakers). Besides, we investigated whether a classi-
fier’s fairness could be enhanced by applying data sampling techniques.
Our results demonstrated that: 1) traditional Machine Learning models
slightly outperformed up-to-date Deep Learning models in delivering fair
predictions; 2) students of different first languages faced more unfair pre-
dictions than students of different sex, and most of the classifiers tended
to favor English-as-first-language students; and 3) with equal numbers
of posts generated by different groups of students in the training data,
the fairness of a classifier could be greatly enhanced.

Keywords: Educational Forum Post · Text Classification · Algorithmic
Fairness

1 Introduction

Students in online courses are afforded opportunities to earn university cre-
dentials while learning remotely in a self-directed manner. Unlike traditional
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in-person classes, regular communication between course instructors and indi-
vidual students in online courses is often sparse [26, 27], despite the documented
benefits of instructor’s presence [23]. For this reason, many students in online
classes feel deprived of necessary guidance and support [22]. This often hinders
students’ satisfaction and learning performance in an online course [24]. Com-
munication among students themselves in an online learning environment has
been considered a remedy for an instructor’s absence [47, 49]. A sense of com-
munity that students build in online discussion forums boosts their engagement
and satisfaction in a course [36, 43, 49]. Importantly, productive forum discus-
sions that unfold throughout a semester have been shown to benefit learning
gains [44]. It is, therefore, critical for online students to create course-relevant
discussion posts. To this end, educators need to continuously monitor discussion
boards, identify posts that require instructors’ urgent attention (e.g., posts ask-
ing questions related to the course learning content) and provide timely support
to students. This is, however, a time-consuming task in many online courses,
given an abundant number of posts typically created on discussion boards.

To address this challenge, educational researchers have developed a number
of classifiers to automatically identify content-relevant and content-irrelevant
discussion posts (whether the post content is related to knowledge taught in
a course). To our knowledge, both traditional Machine Learning (ML) models,
e.g., Random Forests, and up-to-date Deep Learning (DL) models, e.g., Long
Short-Term Memory Neural Network (LSTM), have been exploited for this clas-
sification task [2, 6, 9, 13, 17, 18, 21, 42, 50, 52, 54]). While many of these
models have demonstrated attractive classification accuracy, none of them has
reported classification performance evaluated relative to different demographic
groups in the student sample. Given the raising concerns about algorithmic un-
fairness of predictive models in educational research [19] and widely documented
discrepancies in retention between female and male students, particularly in
STEM courses [16, 40], and cognitive and social barriers that many English-
as-second-language speakers face when communicating about topics taught in
English [20, 32, 34, 39], we posit that the development of more inclusive educa-
tional technologies grounded in fair classification models that perform equally
well across all groups of students, including their sex and first-language back-
grounds, should be an important next step in the educational research agenda.

With this in mind, this study set out to assess not only the accuracy but
also the fairness of popular models used to construct automatic classifiers of
educational forum posts, including four ML models and two DL models. In par-
ticular, the fairness of these models was measured by distinguishing students of
different sex and first-language backgrounds. Through extensive evaluations, we
demonstrated that classifiers of educational forum posts were prone to algorith-
mic unfairness in classifying posts created by students of different sex and first
languages. To address model unfairness, we explored the viability of equal sam-
pling of the observed demographic groups in the model training process. Our
results indicated that most of the models improved their fairness, suggesting
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that equal sampling can be an important step in the future development of fair
classifiers of educational forum posts.

2 Related Work

Educational Forum Post Classification. Research efforts in predictive mod-
eling for educational forum posts have generally relied upon traditional ML or
DL models. Among traditional ML models, researchers have frequently used
Random Forests [2, 5, 18, 30, 35, 37], Support Vector Machine (SVM) [5, 13,
17, 28, 35, 38, 42, 53], Logistic Regression [1, 2, 35, 52, 56, 58], and Näıve Bayes
[4, 5, 35]. It should be noted that these models were often based on features engi-
neered by experts. For instance, when applying Random Forests to classify forum
posts by levels of cognitive presence, researchers in [18] designed 87 different fea-
tures as proxies for cognitive presence, e.g., the length of a post, the semantic
similarity between posts, number of replies a post received, and frequency of
words indicative of different psychological processes. All together, these features
enabled the Random Forest classifier to achieve a Cohen’s κ score of 0.72. As
another example, Cui et al. [13] engineered post features including unigrams and
bigrams of a post text, the number of views and votes a post attracted, part-of-
speech tags; they used these features to create an SVM classifier to distinguish
content-relevant posts from content-irrelevant ones to assist instructors to iden-
tify posts that require urgent attention in MOOC discussion forums. With the
SVM classifier, about 86% of forum posts were accurately identified.

In recent years, driven by the great success achieved by DL models in tack-
ling various prediction tasks, a growing number of researchers has opted for DL
models to classify educational forum posts [3, 9, 11, 12, 21, 50, 54]. Compared
to traditional ML models, DL models do not require domain experts to carefully
design features as input. Instead, DL models can take the raw text of a post
as input and make use of the powerful affordances of deep neural networks to
implicitly capture features that are important to correctly classify a post. For ex-
ample, one of the pioneering studies that applied DL models was reported in [50].
Specifically, the authors in [50] developed ConvL, a DL classifier that identifies
different levels of urgency, confusion, and sentiment in educational forum posts.
The classifier development involved two important steps. Firstly, the researchers
applied CNN to derive contextual features related to a post and, secondly, used
LSTM to capture sequential relationships between these features for classifica-
tion. Evaluated on the dataset with more than 30 thousand educational forum
posts, ConvL achieved accuracy between 81% and 87%. Other relevant studies
that applied DL models for post classifications tasks, typically, relied on CNN,
LSTM, or variants of these two models [54]. Moreover, a recent study reported
in [12] demonstrated that, even when the size of annotated data is insufficient
to support the training of DL models, pre-trained language models, e.g., BERT
[14], could be exploited to empower those DL models for post classification.
Specifically, the researchers in [12] showed that, by simply coupling only one
classification neural network layer on top of the output of BERT, the classifica-
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tion accuracy could be boosted up to to 92%. Though researchers have achieved
great advances in constructing accurate classifiers of educational forum posts,
it remains largely unknown whether these classifiers generate equally accurate
predictions to different groups of students. To our knowledge, our study is the
first to investigate the problem of fairness in constructing post classifiers. To this
end, we assessed the capability of a total of six different models in generating
both accurate and fair classification results for different groups of students, which
were created as per their sex (female and male) and first-language background
(English-as-first-language vs English-as-second-language speakers).
Fairness-aware Machine Learning Models in Education. As witnessed
by the establishment of the ACM Conference on Fairness, Accountability, and
Transparency in 2018, one of the recent foci in the broader ML community is
to assess algorithmic unfairness of different intelligent systems and investigate
approaches for alleviating the negative impacts brought by such algorithmic
unfairness. In the educational research field, a few studies have been carried
out to investigate the fairness of existing predictive modeling techniques used
to support educational practices [19, 15, 48, 55]. Typically, these studies have
focused on evaluating the fairness of predictive models that modeled student
performance [19, 25, 31]. For example, Gardner et al. [19] proposed the Ab-
solute Between-ROC Area (ABROCA) metric to measure the unfairness of a
predictive model as its differential prediction accuracy between different groups
of students. Compared to other group fairness metrics (e.g., a demographic par-
ity measure), ABROCA was designed based on equalized odds which ensures
equal false and true positive rates among baseline and comparison classes, and
therefore avoids individual unfair outcomes in the group fairness measure. By ap-
plying ABROCA, Gardner et al. [19] evaluated the unfairness of five mainstream
models developed to predict the likelihood of a student to complete a Massive
Open Online Course (MOOC). In addition to MOOC education, a group of
similar studies has been conducted in other educational settings like higher edu-
cation [25, 29, 31, 57] and virtual learning environments [41]. In a different vein,
Doroudi and Brunskill [15] investigated whether the existing models used for
knowledge tracing generate inequitable results for different groups of students
and found that the additive factor model was superior to the Bayesian knowledge
tracing algorithm and the N-Consecutive Correct Responses heuristic algorithm
in delivering fair predictions. Besides, Loukina et al. [32] first discussed different
types of fairness that could be applied to evaluate ML models used in educa-
tional research, and then utilised both simulated and real datasets to depict how
models used for automated scoring of English language proficiency tests might
disadvantage students whose first language was not English.

3 Method

3.1 Dataset

The dataset used in this study comprised 3,703 randomly-selected discussion
posts created by students in the Learning Management System Moodle at Monash
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University. The topics covered by these posts included arts, design, business,
economics, computer science, and mechanical engineering. Here, we differenti-
ated posts as content-relevant (e.g., “What is poly-nominal regression?”) and
content-irrelevant (e.g., “When is the due date to submit the second assign-
ment?”). All posts were first manually labeled by a junior teaching staff and
then reviewed by two senior teaching staff to ensure the reliability of the derived
labels. The dataset contains 2,339 (63%) content-relevant posts and 1,364 (37%)
content-irrelevant posts. Additionally, we obtained for each post a student’s de-
mographic information, i.e., sex (female or male) and first language (any lan-
guage). Inspired by [32], which demonstrated that English-as-second-language
speakers could be disadvantaged by algorithms used for assessing their learn-
ing performance, we transformed the first language categorical variable to a bi-
nary form, i.e., English-as-first-language speakers vs. English-as-second-language
speakers. The descriptive statistics of the dataset are given in Table 1, based on
which we can observe that female students tended to generate more elaborated
posts than male students and, similarly, the posts generated by English-as-first-
language students were likely to compose more words than those generated by
English-as-second-language students.

Table 1: The descriptive statistics of the dataset used in this study. The columns
Male, Female, First language, and Second language show the number of fo-
rum posts generated by students who are male, female, English-as-first-language
speakers, and English-as-second-language speakers, respectively.

All Male Female
First

language
Second

language

# Posts 3,703 1,478 2,225 1,585 2,112
# Words 485,737 171,768 308,087 230,806 254,931
# Avg. words / post 131.39 116.77 138.90 145.62 120.71
# Unique words 268,824 97,004 170,171 125,297 143,527
# Avg. unique words / post 72.71 65.94 76.72 79.05 67.96

3.2 Model Selection

As summarized in Sec. 2, both traditional ML models and up-to-date DL models
have been exploited to construct automatic classifiers of educational forum posts.
Therefore, to enable a comprehensive evaluation, we selected the representative
models from both of the two categories in this study.

Traditional ML models. Four traditional ML models were evaluated in this
study, namely Näıve Bayes, SVM, Random Forests, and Logistic regression.
These models have been widely applied in the context of educational forum
classification in previous studies [2, 10, 18, 33, 53]. Relying upon an extensive
feature engineering, these models achieved high classification accuracy. To ensure
the ML models in our study were comparable with models reported in previous
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studies, we replicated the feature engineering process used in previous models,
including (i) the top-1000 most frequent unigrams and bigrams contained in the
discussion posts [2, 13, 38, 46, 51, 52, 58]; (ii) the length of a post [35, 42, 53, 58];
(iii) the TF-IDF (term frequency-inverse document frequency) score related to
each selected unigram [2, 5]; (iv) the frequency of words indicating different
psychological processes along with each post (e.g., affects and cognitive pro-
cess), which were extracted with the aid of LIWC [2, 10, 18, 30, 33, 37, 53];
(v) scores extracted by applying Coh-Metrix to indicate text coherence, linguis-
tic complexity, text readability, and lexical category [30, 37], and (vi) the LSA
score indicating the average sentence similarity within a post [30]. In total, 3180
features were engineered as input to the four traditional ML models.

DL models. Existing studies based on DL models typically made use of two
types of deep neural networks, i.e., Bi-directional LSTM (Bi-LSTM) [9, 21, 54]
and CNN-LSTM [21, 50, 54]. However, it should be noted that the training of
these complex neural networks often requires a large amount of annotated data
(tens of thousands at least). In recent years, the development of pre-trained lan-
guage models (e.g., BERT [14]) enabled researchers to exploit the power of these
complex neural networks even when there is only a small amount of annotated
data available. In more details, a widely-adopted method is to couple a task
model (e.g., Bi-LSTM and CNN-LSTM in our case) on top of the output layer
of BERT and then use the annotated data to co-train BERT and the task model
as a whole to produce the classification results. Given the limited number of
annotated posts in our dataset, we also used BERT to empower Bi-LSTM and
CNN-LSTM for our classification task.

3.3 Evaluation Metrics

Accuracy metrics. In line with previous studies on constructing automatic
classifiers of educational forum posts, we adopted the following four metrics to
measure the prediction accuracy of a classifier: Accuracy, Cohen’s κ, AUC, and
F1 score.

Fairness metrics. To our knowledge, [19] was the first study which attempted
to investigate appropriate metrics to evaluate the fairness of predictive models in
the field of educational research. Specifically, a metric called Absolute Between-
ROC Area (ABROCA) was presented in [19] to measure the prediction unfairness
of a predictive model against different demographic groups, which is calculated
by finding the definite integral between the ROC curves of the two observed
groups. Noticeably, ABROCA has two advantages: 1) ABROCA accounts for
performance difference across the entire range of thresholds, which is superior
over other fixed-threshold approaches; and 2) ABROCA can be easily computed
from prediction results with no need for collecting additional data or computing
additional metrics. Therefore, we also used this metric in our study. Notice here,
the lower an ABROCA value is, the less algorithmic unfairness a predictive
model has.
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3.4 Study Setup

Text pre-processing. We pre-process the text contained in a post by perform-
ing the following steps: 1) removing invalid characters; 2) removing stopwords;
and 3) applying word stemming with the help of the Python package NLTK [8].

Model implementation. We used the Python package scikit-learn to im-
plement the traditional ML models. To develop DL models, we first generated
text embeddings by using the tool Bert-as-service4. Next, we implemented
CNN-LSTM and Bi-LSTM by replicating model parameters reported in previous
studies [9, 21, 50, 54]. In CNN-LSTM, we used 128 convolution filters with the
width of 5. For both CNN-LSTM and Bi-LSTM, (i) we set the number of hidden
units used in the final classification layer to 1 and L2 regularization lambda to
0.001, and utilised sigmoid as the activation function; (ii) the LSTM layer was
set to have 128 hidden states and 128 cell states; (iii) we set the batch size to
32 and the maximum input text to 512; (iv) we applied the one cycle policy for
training and set the maximum learning rate to 2e-05; (v) the dropout probability
was set to 0.5; and (vi) we opted for 50 maximum training epochs with shuffling
performed at the end of each epoch together with early stopping mechanism.

Model training. Prior to training a model, we first randomly selected 20%
of the available posts as the testing data, and then prepared the training data
from the remaining posts. It is worth noting that, as reported in Table 1, the
number of posts generated by female and male students are unequal (same for
those generated by students with English as first/second language). Previous
studies (e.g., [55]) suggested that the algorithmic unfairness of a predictive model
may be partially attributed to the unequal amount of training data related to
different demographic groups. Therefore, we trained the six classifiers with two
different training data samples, namely (i) original training sample, i.e., all of
the remaining posts (after selecting the testing data) were used as the training
data; and (ii) equal training sample, i.e., an equal number of posts for each
demographic group were randomly selected from the remaining posts and then
combined as the training data. It should be pointed out that the same testing
data was used to evaluate classification performance in the two training data
samples, and thus the results were comparable. While training the models, 10%
of the training data was randomly selected as the validation data and the best
model was selected based on the error reported in the validation data.

4 Results

Results on original training sample. Table 2 presents the performance of
the six classifiers when using original training sample. Based on Table 2, we can
have several important observations. When measuring the accuracy of the clas-
sification results, DL models were universally superior to traditional ML models,
which was in line with the findings presented in previous works [11, 54]. However,

4 https://github.com/hanxiao/bert-as-service
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when scrutinizing the fairness of these models, traditional ML models tended to
slightly outperform DL models. For instance, SVM displayed lowest level of un-
fairness to students of different sex and Logistic Regression achieved the best
level of fairness towards students of different first-language backgrounds. These
findings suggested that prediction accuracy should not be the only criterion
when selecting a predictive model, and more importantly, the fairness of the
model should also be evaluated and taken into account. Overall, CNN-LSTM
achieved the best prediction accuracy (ranked 1st in both AUC and Cohen’s κ)
while maintaining acceptable level of fairness to different demographic groups
of students (ranked 3rd in both ABROCA (Sex) and ABROCA (Language)). In
fact, this implied that a strict accuracy-for-fairness trade-off was not evident in
our study. Due to the limited space, the results of Accuracy and F1 score are
omitted here, though similar findings can be drawn on those results.

Table 2: Results on original training sample. The top 3 best results are in bold.

Models AUC Cohen’s κ
ABROCA

(Sex)
ABROCA
(Language)

Random Forests 0.763 0.525 0.038 0.033
Näıve Bayes 0.752 0.502 0.062 0.084
Logistic Regression 0.758 0.516 0.014 0.032
SVM 0.786 0.577 0.007 0.069
CNN-LSTM 0.795 0.584 0.014 0.063
Bi-LSTM 0.786 0.565 0.010 0.068

As showed before, there was no indication that DL models produced fairer
results than the traditional ML models did. This was not expected given that fea-
ture engineering in traditional ML models involved more manual work than the
automatic embedding generation in DL models, and therefore might be more sus-
ceptible to bias. This indicates that feature engineering may be only marginally
related to the unfairness in classification models. However, we also note that
in this study we utilised the features extensively engineered in previous studies
to address the same classification task, which may have reduced bias. We also
observe that the mean ABROCA value for sex (0.024) is only about a half of the
mean ABROCA value for language (0.058), which means that the language group
(English-as-first-language vs. English-as-second-language speakers) had far more
unfair prediction than the sex group. This indicates that linguistic difference of
different demographic groups of students may play an important role in improv-
ing model fairness. In Figure 1, we also note that, except for Näıve Bayes, all
other models provided better classification performance (measured by ROC) to
English-as-first-language students. One possible explanation is that these mod-
els relied heavily on students’ English proficiency to make accurate prediction
and therefore posed strong unfairness to students whose first language was not
English. Also, this may be partially due to the fact that popular feature and
embedding extraction tools were typically trained by using standard English
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corpus (e.g., LIWC and BERT). Therefore, it may be worthy allocating further
research efforts to scrutinize whether there exist any algorithmic unfairness in
these tools and further improve these tools.

Original training sample vs. equal training sample. In Table 3, we sum-
marized the results of using equal training sample. While the prediction accuracy
remained comparable to those of using the original training sample, most of the
classifiers (except for Logistic Regression) became fairer in both of the Sex and
Language groups after including an equal number of posts related to each de-
mographic group in the training data. In particular, Näıve Bayes had over 61%
reduction in ABROCA between male and female, which shows a non-trivial role
of data sampling in reducing the algorithmic unfairness of classification models.
Therefore, we note that future model training should take demographic balanc-
ing into account to encourage fairer classification.

Table 3: Results on equal training sample. The top 3 best results are in bold.

Sex Language
Models AUC Kappa ABROCA AUC Kappa ABROCA

Random Forests 0.760 0.518 0.030 0.773 0.545 0.023
Näıve Bayes 0.763 0.531 0.024 0.766 0.537 0.052
Logistic Regression 0.783 0.568 0.003 0.775 0.547 0.043
SVM 0.788 0.581 0.004 0.772 0.548 0.012
CNN-LSTM 0.792 0.579 0.009 0.802 0.601 0.062
Bi-LSTM 0.791 0.575 0.007 0.784 0.559 0.066

5 Discussion and Conclusion

This paper investigated both the accuracy and fairness of six popular automatic
classifiers of educational forum posts. For each classifier, we evaluated the al-
gorithmic fairness between students of different sex and first languages. Our
results showed that while classification accuracy varied slightly, the difference of
the model unfairness (measured by ABROCA) was more evident. Besides, we
observed that, compared to the posts generated by English-as-second-language
students, posts generated by English-as-first-language students were overwhelm-
ingly predicted with higher accuracy by most of the classifiers (except for Näıve
Bayes). Our results indicated that existing classifiers and feature engineering
approaches, originally developed to process standard English, might be prone to
discrimination against English-as-second-language students. This finding sup-
ported the recent initiatives in the NLP research community to expand the
language varieties in the training text corpora to mitigate biases that emerged
when researchers designed a prediction model in one context (e.g., texts written
by English-as-first-language users) and applied it in another context [7, 45]. As
an attempt to address model unfairness, we applied equal sampling to model
training. The results were promising with most of the models showing improved
fairness. Since it did not require a complex alternation to existing model training,
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(a) Näıve Bayes (b) SVM (c) Logistic Regression

(d) Random Forests (e) CNN-LSTM (f) Bi-LSTM

Fig. 1: ROC plots by first-language backgrounds (i.e., English-as-first-language
vs. English-as-second-language speakers) on original training sample.

equal sampling can be incorporated with a minimal cost in the future versions
of educational forum post classifiers.

Implications. Our findings suggested that a strict performance-for-fairness trade-
off is not evident, and by utilising techniques such as equal sampling, researchers
can help alleviate the problem of model unfairness without sacrificing classifi-
cation performance. Moreover, existing model evaluation should take fairness
metrics into consideration and avoid models that display a high level of unfair-
ness. We also note that limited work has been done to evaluate bias in feature
engineering and embedding extraction in educational research. Future work thus
can investigate the possibility of extracting fairer features and evaluating feature
fairness before evaluating model fairness, to prevent models from receiving dis-
criminating input, particularly as this information is usually hard to detect later
in the model implementation. Additionally, pre-trained language models such as
BERT should incorporate a variety of base textual data into their training sets,
rather than just using standard English corpus (e.g., Wikipedia).

Limitations. We acknowledged the following limitations of our study. First, the
analysis involved only one prediction task, i.e., classifying content-relevant and
content-irrelevant forum posts. To further increase the generalizability of our
findings, additional prediction tasks using different datasets need to be investi-
gated. Second, the analysis reported in this paper focused only on two types of
demographic groups of students. In future studies, we will investigate the algo-
rithmic fairness of different models with respect to other demographic groups,
e.g., students of different educational backgrounds and minority students.
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